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Abstract  

Mathematics achievement could be influenced by cognitive and non-cognitive factors. The potential variable of 
cognitive factor is metacognition, whereas non-cognitive factors include Economic, Social, and Cultural Status 
(ESCS), resilience, life satisfaction, happiness, pride, fear, sadness, and gender. Those variables involve 
numerical and categorical data. For this reason, this study aims to apply the Radial Basis Function Neural Network 
(RBFNN) model with ensemble clustering to model the relation between cognitive and non-cognitive aspects and 
mathematics achievement. The RBFNN is a soft computing approach based on the neural network model and 
has been shown as an effective model and free of assumption. The ensemble clustering is a process in RBFNN 
modeling to capture the independent variables involving the numerical and categorical data. It employs K-means 
clustering for the numerical data and K-modes for categorical data and combines the results of those two 
methods. The data used in this study are published by PISA (Program for International Student Assessment) 
2018. The results show that the RBFNN with ensemble clustering deliver good performance in modeling the 
students’ mathematics achievement based on the cognitive and non-cognitive factors in terms of prediction 
accuracy.  Other than RBFNN model, the use of cognitive and non-cognitive factors involving in this study also 
contributes to the high accuracy prediction. This further emphasizes that these factors are good predictors of 
mathematic achievement. Additionally, we suggest the silhouette cluster validation in the clustering process, since 
it leads to the number of hidden neurons of the best RBFNN model.    
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Indonesia is one of the countries participating in the Program for International Student Assessment 

(PISA). PISA measures the ability of 15-year-olds to use their knowledge, reading, mathematics and 

science skills to face real life challenges. Student achievement in PISA is an indicator of the education 

level in a country. Indonesian students’ mathematics achievement, as represented by the PISA results, 

are still far from expectations. Only 28% of students in Indonesia who took mathematics tests 

administered by PISA achieved level 2 or above and only 1% achieved level 5 or higher (OECD, 2018). 

The latest PISA 2022 data were released at the end of 2023. Although the PISA 2022 showed that 
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learning outcomes especially in mathematics achievement declined globally owing to the pandemic, 

Indonesia rose 5-6 positions compared to 2018. This indicates the resilience of the education system in 

Indonesia against pandemic-associated learning loss. 

In addition to conducting tests to measure students’ mathematics achievements, PISA also 

conducts surveys of students who take the exam. According to survey results from PISA, there are many 

variables of student conditions that are supposed to influence or relate to students’ achievement, 

including non-cognitive and cognitive factors. The non-cognitive factors are economic, social, and cultural 

status (ESCS), resilience, life satisfaction, happiness, pride, fear, sadness, and gender and the cognitive 

factor is metacognition. Numerous studies have demonstrated the relation of those variables to 

mathematics achievement. Anggraheni and Kismiantini (2022) showed that ESCS and metacognition 

have a positive relationship with mathematics achievement, while gender has a negative relationship, 

whereas Krisnamurti and Kismiantini (2022) added that the students’ happiness and anxiety have a 

positive relationship with their mathematics achievement. Rahmawati and Kismiantini (2022) also 

reported that resilience has a relationship with students’ mathematics achievement. Furthermore, 

Areepattamannil (2014) demonstrated that non-cognitive factors such as gender, students’ positive 

attitudes towards school, and students' positive perceptions of classroom climate have a significant effect 

on students’ mathematics achievement. Other studies on different source data are in accordance with 

the results of PISA data. Patmaniar et al. (2021) found the differences between male and female in the 

level of students' understanding in solving problems. Other factor such as motivation also showed to have 

relationship with mathematics achievement (Tran & Nguyen, 2021).   

The PISA data has attracted many researchers to study the relationship between the variables and 

achievement. Multilevel analysis is applied to explain the influence of gender, ESCS, metacognition, and 

study time on students’ mathematics achievement (Anggraheni & Kismiantini, 2022), and to analyze the 

relationship between socio-economic status and school resources on mathematics achievement (Efendi 

& Kismiantini, 2022). In addition, still using multilevel analysis, a study has explained the importance of 

school size and teacher-student ratio (Samnufida & Kismiantini, 2022) as well as growth mindset, gender, 

ESCS (Kismiantini et al., 2021) in influencing students’ mathematics achievement in Indonesia. Pitsia et 

al. (2017) also utilized multilevel analysis to examine the contribution of non-cognitive factors, such as 

students’ mathematics self-efficacy, motivation to learn mathematics, and attitudes toward school to 

predict the students’ mathematics achievement in Greece. Lee and Stankov (2013) tested several 

models, such as Exploratory Factor Analysis (EFA), Confirmatory Factor Analysis (CFA), and Structural 

Equation Modeling (SEM) to investigate the high-level factor structure of fifteen main variables selected 

from four non-cognitive factors, namely academic self-confidence, motivation, learning strategies, and 

attitudes towards school. 

The model used in the previous studies use a parametric approach, in which many assumptions 

must be met, such as normality, homogeneity of variance and linearity. On the other hand, the non-

parametric approach, which is more flexible and does not require strict assumptions, has not received 

much attention from researchers, especially in modeling relationships between variables in the PISA data. 

Therefore, in this study, a non-parametric approach is proposed, namely a neural network (NN) model. 

This model is chosen because of its flexibility and ability to theoretically model any function explaining 

the relationship among variables.  

The PISA 2018 data can be considered as big data since they provide information of large number 

of students and collected in different formats from various sources. As stated by Vaitsis et al. (2016), the 

definition of big data might vary depending on the application scope, but the size and the source are 
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important determinants. The machine learning approach such as NN become more desirable than 

parametric approach for big data analysis. It is more promising to obtain more accurate prediction for big 

data. The NN model has been widely applied in various fields and yields high accuracy prediction.  

However, there have not been many published studies on PISA data using NN model. Thus, the use of 

NN to model student achievement using PISA data is still open to be explored. Several studies promote 

NN model to analyze International PISA data for many countries. Aksu et al. (2022) used the M5P 

algorithm and artificial neural network to predict students’ mathematical literacy on PISA data for 6 

different countries, namely Singapore, Japan, Norway, the United States, Turkey and the Dominican 

Republic through separate analysis by adjusting for different ability levels. Demir and Karaboğa (2021) 

compared several NN methods such as Multi-Layer Perceptron (MLP), Elman Neural Network (ENN), 

and Jordan Neural Networks (JNN), to model and predict student mathematics achievement based on 

the PISA 2018 data. Meanwhile, Koyuncu (2020) tested the importance of mathematics-specific trend 

variables in PISA 2003 and 2012 to predict inter-year mathematics achievement using a two-step analysis 

method involving data analysis methods, multilayer perceptron and Radial Basis Function Neural Network 

(RBFNN), and multiple linear regression.  

Some studies reveal the use of various NN models to predict students’ achievement. Haviluddin 

et al. (2014) compared simple linear regression and radial basis function neural network (RBFNN) 

methods to predict the achievement using motivation factor of 108 students from the mathematics 

department at an Islamic university in Bengkulu. The result shows that the RBFNN model has better 

performance in terms of the smaller sum-square error (SSE) value. Aybek and Okur (2018) compared 

multilayer perceptron (MLP) and radial basis function neural network (RBFNN) to predict final exam 

scores and students’ pass/fail rates. The results show that the network of MLP yields more precise 

predictions than RBFNN. Meanwhile, Huang and Fang (2013) compared four methods, namely, 

Multilayer Perceptron (MLP), RBFNN, and Support Vector Machine (SVM) to predict students’ academic 

performance and found that SVM was the best model to predict individual academic performance. 

However, in other contexts, RBFNN has been proven to have good performance in modeling non-linear 

relationships, overfitting, and has better generalization ability (Huang et al., 2005; Huang & Fang, 2013). 

The RBFNN model is a very popular type of NN. This model has also been widely applied in various 

fields, including for disease classification. Abadi et al. (2017; 2019; 2021) use RBFNN for lung, brain, and 

prostate cancer detection, while Cheruku et al. (2017) and Kamble and Kokate (2020) for diabetes 

detection, Sateesh and Suresh (2013) for parkinson, Wutsqa and Farhan (2020) for lung cancer, and 

Wutsqa and Fauzan (2022) for breast and brain cancer detection. The ability of RBFNN to predict has 

been proven in several studies in many areas, such as agriculture (Ditakristy et al., 2016), 

socioeconomics (Shen et al., 2011), and health (Dhamodharavadhani et al., 2020). 

RBFNN is a neural network model which consists of three layers, namely the input layer, hidden 

layer and output layer. The learning in the RBFNN model aims to determine the parameters of the 

activation function in the hidden layer, the number of hidden layers, and the weight between the hidden 

layer and the output layer. The clustering process is an important process in RBFNN because the 

prediction accuracy of the RBF network is influenced by the number of the hidden neurons whose values 

are the same as the number of clusters; therefore, the clustering process must be carried out using the 

suitable method (Huang & Fang, 2013). K-means is the most popular and simple clustering method in 

RBFNN. This method places objects in clusters based on the closest Euclidean distance to the centers 

(cluster average). The K-means method in the RBFNN model learning process was carried out by Sing 

et al. (2003), which compared the use of the K-means method and its improved version to select hidden 
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neurons from RBFNN. Dubey (2015) also conducted research on the use of K-means clustering in 

RBFNN modeling to predict rainfall in Yokohama, Japan. According to Chrisinta et al. (2020), the K-

means method is more appropriate for clustering numerical data. However, for mixed type data consisting 

of numerical and categorical data, it is more appropriate to use the ensemble clustering. Ensemble 

clustering is a method that combines the best outputs from several groupings to achieve more accurate 

and stable final results (Sowjanya & Mrudula, 2015). The ensemble clustering method for mixed type 

data (numerical and categorical) can combine the K-means method for clustering numerical data and K-

modes for categorical data. That combination has been done by Ali et al. (2017), which is proven to be 

efficient and effective in handling mixed data problems. 

The cognitive and non-cognitive factors that potentially influence mathematics achievement 

involve numerical and categorical data. For this reason, we propose RBFNN with ensemble clustering as 

a combination of the K-means and K-modes methods to model mathematics achievement on PISA data. 

An ensemble clustering is a new approach and has not been applied in previous studies on RBFNN 

modeling. The clustering process in the RBFNN model in previous studies did not pay attention to the 

type of data, whether numerical or categorical, or a combination of both. Therefore, this study aims to 

model the mathematics achievement on PISA 2018 data using RBFNN with ensemble clustering based 

on cognitive and non-cognitive factors. From the obtained model, we can predict mathematics 

achievement using cognitive and noncognitive factors. Model accuracy can also indicate the suitability of 

prediction factors. 

METHODS  

Data and Variable  

This study uses the PISA 2018 data, which focuses on reading, mathematics, science and global 

competencies as areas of assessment (OECD, 2019). The PISA 2018 survey in Indonesia involves 

12,098 students from 397 schools.  However, this study only uses 10,628 data from Indonesian students 

who give complete responses to each variable required in the research. 

Table 1. Dataset Structure 

Symbol Variable  Code Data Type 

𝑥1 
Economic, Social, 

and Cultural Status 
ESCS Numerical 

𝑥2 Metacognition UNDREM Numerical 

𝑥3 Resilience RESILIENCE Numerical 

𝑥4 Life satisfaction ST016Q01NA Categorical 

𝑥5 Happiness ST186Q05HA Categorical 

𝑥6 Pride ST186Q09HA Categorical 

𝑥7 Fear ST186Q02HA Categorical 

𝑥8 Sadness ST186Q08HA Categorical 

𝑥9 Gender ST004D01T Categorical 

𝑦 
Plausible Values in 

Mathematics 
PVMATH Numerical 

 

The predictor variables of mathematics achievement are economic, social, and cultural Status (ESCS), 
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metacognition, resilience, life satisfaction, happiness, pride, fear, sadness, and gender.  An explanation 

of the dataset structure including symbol, code, and data type is presented in Table 1. 

The predictor variables in this study are categorized as cognitive and non-cognitive factors that 

influence mathematics achievement. Cognitive factors are represented by metacognition. Metacognition 

is a person's awareness of cognitive processes and the ability to control them (Ovan et al., 2018). 

Metacognition in PISA 2018 data is divided into 3 aspects, namely understanding and remembering 

(UNDREM), summarizing (METASUM), and assessing credibility (METASPAM) (Firat & Koyuncu, 2023). 

However, this study only uses the UNDREM aspect with scores in the range of -1.64 to 1.50. The non-

cognitive factors include Economic, Social, and Cultural Status (ESCS), resilience, life satisfaction, 

happiness, pride, fear, sadness, and gender. ESCS refers to the economic, social, and cultural status of 

a student's family, which has a range of -5.78 to 2.97. Resilience is a positive adjustment in overcoming 

difficulties, especially academic resilience from disadvantaged socio-economic backgrounds (Agasisti et 

al., 2018). In PISA 2018, this variable reflects students' perceptions of themselves around achievement, 

overcoming difficult situations, multitasking, and self-confidence (Govorova et al., 2020). The resilience 

variable in this study has a range of -3.17 to 2.37. Furthermore, the life satisfaction variable evaluates 

students' overall satisfaction with life on a scale of 0-10, indicating “not at all satisfied” to “very satisfied” 

(Govorova, et al., 2020). Positive feelings are represented by the happiness and pride variables. These 

variables relate to the frequency with which students usually feel happy and proud on a scale of 1-4, 

namely “never”, “rarely”, “sometimes”, and “always” (Jerrim, 2022). The variables of fear and sadness 

represent negative feelings in students' daily lives. This index reflects how often students feel afraid and 

sad. Responses to this question are divided into a four-point scale, namely “never”, “rarely”, “sometimes”, 

and “always”. Furthermore, the gender variable is categorized into two, namely category 1 for female 

students and category 2 for male students (Marcq & Braeken, 2023). The output variable used in this 

research is the mathematics achievement of Indonesian students, which is calculated from the average 

of the PV1MATH-PV10MATH variables with a value range of 129.60 to 721.00. 

Data Analysis 

In this section, we explain theories used to build the procedure of RBFNN modeling starting from the K-

means clustering, K-modes clustering, ensemble clustering, and cluster validation. Then, we describe 

the RBFNN model and its estimation method, followed by the accuracy of the model. Based on the theory, 

we describe the procedure analysis of RBFNN with ensemble clustering in the last subsection. 

K-means Clustering  

Clustering method is a process of grouping datasets into a number of groups or clusters in a way that 

objects inside a cluster have high similarity with one another, and high dissimilarity with objects in other 

clusters. One of the methods that can be used to group numerical type data is the K-means method. In 

the K-means method, the object is put in a cluster with closest distance to cluster mean (Johnson & 

Wichern, 2007).   

The K-means method algorithm is arranged as follows: 

1. Define vector 𝒙 as input data 

2. Determine the number of m cluster 

3. Partition object into m initial cluster 

4. Determine the m cluster center point using cluster mean 

5. Determine the distance of each object 𝒙 to cluster center 𝒄𝒋 using Euclid distance  
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                                                     𝑑(𝒙, 𝒄𝒋) = √∑ (𝑥𝑖 − 𝑐𝑗𝑖)
2𝑝

𝑖=1  (1) 

where 𝒙 = [𝑥1, 𝑥2, … , 𝑥𝑝]  is an input data vector, 𝒄𝒋 = [𝑐𝑗1, 𝑐𝑗2, … , 𝑐𝑗𝑝] is jth cluster center vector, 

𝑥𝑖  is ith input variable, 𝑐𝑗𝑖 is jth cluster center from ith input variable  

6. Place each object to clusters that have the closest distance to center 

7. Repeat step 4 and 5 until the old center value is equal to the new center value 

K-modes Clustering  

K-modes clustering was first introduced by Hwang in 1997. K-modes clustering is a modification of K-

means clustering that is used for categorical data. K-modes method makes a modification to K-means by 

changing the means with modes. The steps of K-modes algorithm are almost the same as those in the 

K-means method. In addition, change also occurs in the distance function (Huang, 2009).  The distance 

(1) becomes  

𝑑(𝒙, 𝒄𝒋)  = ∑  𝜖
𝑝

𝑖=1
 (𝑥𝑖, 𝑐𝑗𝑖)   (2) 

 where 𝜖 (𝑥𝑖, 𝑐𝑗𝑖) is 

𝜖 (𝑥𝑖, 𝑐𝑖𝑗) = {
0 (𝑥𝑖 = 𝑐𝑗𝑖) 

1 (𝑥𝑖 ≠ 𝑐𝑗𝑖)
   (3) 

Ensemble Clustering  

Ensemble clustering is a method to combine a number of different clustering methods to obtain general 

grouping results from the original dataset. The clustering results from each clustering method are set as 

input for ensemble clustering process (He et al., 2005). Ensemble clustering algorithm is also known as 

the CEBMDC (Cluster Ensemble Based Mixed Data Clustering) algorithm. 

The procedure in ensemble clustering is as follows: 

1. Mixed data are separated into categorical and numerical data. 

2. K-means method is used for numerical data while K-modes is used for categorical data. 

3. Combining the cluster results from both methods. Both clusters yield results with a categorical 

type, so ensemble clustering is performed using clustering method for categorical data. In this 

study, we implement again K-modes clustering. The attributes of the second K-modes clustering 

step include two variables, whose values are the categories of each clustering result.  

Cluster Validation  

Cluster validation is carried out to obtain the best clusters representing the grouping of the data. 

Silhouette is one method to see the quality and strength of clusters. This method uses a coefficient known 

as Silhouette width which is a measure of the difference of the distance between objects in a cluster and 

the distance of a separate cluster from another cluster (Dubey, 2015). For a particular object k, the 

Silhouette width can be formulated as follows: 

where 𝑎(𝑘) is the average distance between object 𝑘 and all other objects in the cluster and 𝑏(𝑘) is the 

minimum distance between the 𝑘-th object in the cluster and all members of the other clusters. The 

Silhouette width ranges from -1 to 1. If the value is close to -1, it means that the object has been 

𝑠(𝑘) =
𝑏(𝑘) − 𝑎(𝑘)

max(𝑎(𝑘), 𝑏(𝑘))
 (4) 
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misclassified. If the value is 0, it is considered an intermediate case because object  𝑘 is located equally 

far from both clusters. If the value is close to 1, it means that the objects are grouped well (Kaufman & 

Rousseeuw, 1990). The average value of 𝑠(𝑘) across all the data in a cluster shows how closely the 

objects in the cluster are grouped. The average value of 𝑠(𝑘) across the dataset shows how precisely 

the data has been grouped. The 𝑘 value that produces the highest average Silhouette width in the dataset 

is considered to be the optimum number of clusters (Kodinariya & Makwana, 2013). 

Radial Basis Function Neural Network (RBFNN)  

RBFNN is special type of neural network that uses radial function as its activation function. The 

characteristic feature of radial functions is that their response decreases or increases monotonically along 

with the distance from a central point. The RBFNN model is composed of three layers, namely the input 

layer, hidden layer, and output layer (see Figure 1).  

 On Figure 1, 𝒙 = [𝑥1, 𝑥2, … , 𝑥𝑝] is an input vector, while 𝝋 = [𝜑1, 𝜑2, … , 𝜑𝑚] is an activation 

function vector on hidden layer, and 𝑦 is an output neuron. Weight vector between hidden layer and 

output layer is symbolized as 𝒘 = [𝑤0, 𝑤1, … , 𝑤𝑚], with 𝑤0 as a bias. The activation function in RBFNN 

usually uses the Gaussian function with center and radius as the parameters. In this study, those 

parameters are computed from results of ensemble clustering. Each function includes the center and 

maximum distance of cluster.  

 

                                                  

Figure 1. Architecture of RBFNN 

The output 𝑦 is a linear combination of weight  𝑤𝑗 with activation function 𝜑𝑗(𝒙),bias weight 𝑤0, and error 

model 

y =  ∑𝑤𝑗𝜑𝑗(𝒙) + 𝑤0 + 𝜀

𝑚

𝑗=1

               (5) 

 𝜑1 

 𝜑2 

 𝜑𝑚 

 1 

 𝑥1 

 𝑥2 

 𝑥𝑝 

 𝑦 
⋮ ⋮ 

𝑤1 

𝑤2 

𝑤𝑚 

Bias 

Input Layer Hidden Layer 

Output Layer 

⋮ 

𝑤0 
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with Gaussian function 

𝜑𝑗(𝒙) = exp(−∑
(𝑥𝑖 − 𝑐𝑗𝑖)

2  

𝑟𝑗
2

𝑝

𝑖=1

) (6) 

where 𝑐𝑗𝑖 is the jth cluster center of ith input variable, and 𝑟𝑗 is the maximum distance of object 𝒙 from 

cluster center 𝒄𝒋 on jth cluster. Global ridge regression method is used to estimate weight by adding 

regulation parameter 𝜆 on the sum of squared error (Orr, 1996). The cost function to be minimized is 

𝐶 = ∑ (𝑦𝑘 − ∑𝑤𝑗𝜑𝑗(𝒙) + 𝑤0 

𝑚

𝑗=1

)

2
𝑛

𝑘=1

+  𝜆 ∑𝑤𝑗
2 + 𝑤0

2

𝑚

𝑗=1

 

Then, the vector of optimum weights after addition of regulation parameter is 

where, 

𝝋 = 

[
 
 
 
 
 
𝜑1 (𝒙1) 𝜑2 (𝒙1) … 𝜑𝑚 (𝒙1) 1

𝜑1 (𝒙2) 𝜑2 (𝒙2) … 𝜑𝑚 (𝒙2) 1
      ⋮            ⋮        ⋯      ⋮         ⋮
𝜑1 (𝒙k) 𝜑2 (𝒙k) … 𝜑𝑚 (𝒙k) 1
       ⋮            ⋮       ⋱        ⋮       ⋮
𝜑1 (𝒙n) 𝜑2 (𝒙n) … 𝜑𝑚 (𝒙n)  1]

 
 
 
 
 

, 𝒚 =  

[
 
 
 
 
 
𝑦1

𝑦2

⋮
𝑦k

⋮
𝑦𝑛]

 
 
 
 
 

, �̂� =  

[
 
 
 
 
 
 
�̂�1

�̂�2

⋮
�̂�j

⋮
�̂�𝑚

�̂�0 ]
 
 
 
 
 
 

 

 

Error prediction measurement is one of selecting criteria of a model which aims to know how well 

a model will work on a testing data with unknown input. Choosing a good value for regulation parameter 

𝜆 is one issue associated with selecting the model with lowest error prediction. Golub et al. (1979) 

suggested generalized cross validation GCV to select 𝜆 as the most convenient and the simplest 

optimization formula. The GCV is expressed as 

�̂�2
𝐺𝐶𝑉 = 

𝑛�̂�𝑇𝑷2�̂�

(𝑡𝑟𝑎𝑐𝑒 (𝑷))2
 

                                                   

(8) 

where,  

𝑷 = 𝑰 −  𝝋𝑨−1𝝋𝑇 

𝑨 =  𝝋𝑇𝝋 + 𝜆𝑰 

Accuracy of the Model  

The accuracy of the model or method can be perceived from the prediction error. It is frequently measured 

using the difference between actual value and prediction value. Prediction error can be measured by 

several criteria, but the most used are Mean Absolute Percent Error (MAPE) and Mean Squared Error 

(MSE) (Hanke & Wichern, 2005). MAPE is the average value of the overall error percentage (difference) 

between actual value and predicted data. The MSE value is used to measure the accuracy of the 

estimated model value which is expressed in the average square of the error. The best model can be 

determined by looking at the smallest MAPE and MSE results. The MAPE and MSE values are 

determined as 

 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑

|𝑌𝑘 − �̂�𝑘|

|𝑌𝑘|

𝑛

𝑘=1

× 100% (9) 

                      �̂�  =  (𝝋𝑇𝝋 +  𝜆𝑰 )−1𝝋𝑇𝒚  (7) 
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𝑀𝑆𝐸 =
1

𝑛
∑(𝑌𝑘 − �̂�𝑘)

2
𝑛

𝑘=1

     (10)                                                         

where 𝑌𝑘 is the 𝑘-th observation value, �̂�𝑘 is the 𝑘-th forecasting value, and 𝑛 observations number. 

The Procedure of Modeling the RBFNN with Ensemble Clustering  

In this study, the RBFNN model with ensemble clustering is used to predict Indonesian students' 

mathematics learning achievement. The procedure includes the steps described as follows: 

Step 1 − Determining the input and output variables of the network 

The input variables in this study consist of cognitive and non-cognitive factors of mathematics 

achievement. They are attributed as ESCS, UNDREM, RESILIENCE, ST016Q01NA, ST186Q05HA, 

ST186Q09HA, ST186Q02HA, ST186Q08HA, and ST004D01T as explained in data description. The 

output variable used in this study is the average students’ mathematics score of the ten PVMATH 

variables. 

Step 2 - Dividing the training and testing data 

The data are divided into two parts, namely training data and testing data. Training data is used to find 

the best model, while testing data is used to evaluate the accuracy of the model to predict the out-sample 

data. We attempt three data division sets, i.e. 80% training data and 20% testing data, 70% training data 

and 30% testing data, and 60% training data and 40% testing data from a total of 10,628 data. 

Step 3 - Clustering using ensemble method 

The clustering process aims to estimate the parameters of Gaussian function and to determine the 

number of hidden neurons. It starts by separating the data according to the data type. The K-means 

method is used for numerical data, while the K-modes method is used for categorical data. The number 

of clusters in both methods are determined using Silhouette width. The results of these two methods are 

then used as input data for the ensemble clustering process. Since the input data is categorical, the 

method used in the ensemble clustering process is the K-modes method. 

Step 4 - Modeling the Radial Basis Function Neural Network (RBFNN)  

RBFNN modeling is divided into three parts. The first part involves determining the value of the cluster 

center and the maximum distance of the object to the cluster center using the ensemble clustering 

method. The cluster center and the maximum distance constitute the values of Gaussian function (6). 

The second part is determining the number of neurons in the hidden layer. The number of neurons in the 

hidden layer is determined according to the number of clusters obtained from the ensemble clustering 

method. The third part is estimating the weight from the hidden layer to the output layer using the global 

ridge regression method with GCV (8) criteria. The best RBFNN is obtained by attempting the learning 

process with several numbers of hidden neurons. The trial-and-error process will stop if the network is 

optimal or in other words, when the error rate has reached a fairly small level or does not lead a significant 

change. The error rate is evaluated using MAPE and MSE criteria. 

RESULTS AND DISCUSSION 

The data used in this research is the PISA 2018 data with a sample of 12,098 Indonesian students. There 

are 10 variables used, including variables with the attributes ESCS, UNDREM, RESILIENCE, 

ST016Q01NA, ST186Q05HA, ST186Q09HA, ST186Q02HA, ST186Q08HA, ST004D01T, and PVMATH. 

Data preprocessing is needed since some missing values and no response data are found on those 

variables. The ESCS, UNDREM, and ST016Q01NA variables have 90, 746, 73 missing values, 
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respectively. The rest variables ST186Q05HA, ST186Q09HA, ST186Q02HA, and ST186Q08HA, each 

has 72 missing values. Meanwhile, the RESILIENCE, ST016Q01NA, ST186Q05HA, ST186Q09HA, 

ST186Q02HA, and ST186Q08HA variables have 317, 665, 173, 272, 280, and 298 no response data. 

The handling of missing values is carried out by deleting uncompleted data. This way is chosen because 

it produces perfect data without making any assumptions (Dixon, 1979). The amount of data after data 

preprocessing is 10,628. 

The data type are mixed data containing numerical data and categorical data. An overview of the 

data is explained in descriptive statistic. It is presented in the form of a statistical summary table, which 

includes the average value, standard deviation, minimum value, and maximum value for numerical data. 

Meanwhile, categorical data is presented in the form of a statistical summary table, which contains the 

mode, minimum value, and maximum value. Descriptive statistics for numerical and categorical data are 

presented in Table 2 and Table 3. 

Table 2. Descriptive statistics of numerical data 

Symbol Variable Code Mean sd Min Max 

𝑥1 
Economic, Social, and 

Cultural Status  
ESCS -1,34 1,12 -5,78 2,97 

𝑥2 Metacognition UNDREM -0,37 0,96 -1,64 1,50 

𝑥3 Resilience  RESILIENCE -0,01 0,83 -3,17 2,37 

𝑦 
Plausible Values in 

Mathematics  

PV1MATH- 

PV10MATH 
408,10 78,71 129,60 721,00 

 

Based on Table 2, the ESCS (𝑥1), UNDREM (𝑥2), and RESILIENCE (𝑥3) range from negative to 

positive values since those values are the normalized version of the original data. PISA publishes the 

normalized data instead of the original data. Meanwhile, the PVMATH (𝑦), or plausible values in 

mathematics, has an average of 408.10, a standard deviation of 78.71, a minimum value of 129.60, and 

a maximum value of 721.00, which is below the OECD average of 490 (Ministry of Education and Culture 

of Indonesia, 2019). 

Table 3. Descriptive statistics of categorical data 

Symbol Variable Code Mode Min Max 

𝑥4 Life satisfaction ST016Q01NA 10 0 10 

𝑥5 Happiness ST186Q05HA 4 1 4 

𝑥6 Pride ST186Q09HA 3 1 4 

𝑥7 Fear ST186Q02HA 3 1 4 

𝑥8 Sadness ST186Q08HA 3 1 4 

𝑥9 Gender ST004D01T 1 1 2 

  

Table 3 shows varied statistics results of the variables. The variable ST016Q01NA (𝑥4) and 

variable ST186Q05HA (𝑥5) achieve the maximum modes, which means that mostly Indonesian students 

feel very satisfied with their lives and always feel happy. The variable ST186Q09HA (𝑥6) has a mode of 

3, with a value range between 1 and 4, indicating that most Indonesian students feel proud on certain 

occasions. Meanwhile, negative feelings represented by the variables ST186Q02HA (𝑥7) and 
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ST186Q08HA (𝑥8) have a mode of 3, with the same value range, namely between 1 and 4. This shows 

that most Indonesian students sometimes feel afraid and sad. Furthermore, the variable ST004D01T (𝑥9) 

has a mode of 1, with a value between 1 and 2, meaning that there are more female students than male 

students. 

The first step in RBFNN modeling is to determine the input and output variables of the network. 

Referring to the explanation in the method, the number of neurons in the input layer is nine, which are 

attributed as ESCS (𝑥1), UNDREM (𝑥2), RESILIENCE (𝑥3), ST016Q01NA (𝑥4), ST186Q05HA (𝑥5), 

ST186Q09HA (𝑥6), ST186Q02HA (𝑥7), ST186Q08HA (𝑥8), ST004D01T (𝑥9). The output variable is 

PVMATH (𝑦), which is the student's mathematics score obtained by calculating the average of ten 

PVMATH (plausible values in mathematics).  

To obtain the best RBFNN model, we go to the second step, which is dividing the data into three 

compositions of training and testing data, namely 80%-20%, 70%-30%, and 60-40%. The data distribution 

of each composition is given in Table 4. 

Table 4. Description of training and testing dataset compositions 

Proportion of training-testing 

data 

Number of observations 

Training Testing 

80%-20% 8,502 2,126 

70%-30% 7,440 3,188 

60%-40% 6,377 4,251 

 

The input training data variables are then used in the clustering process for RBFNN learning using 

the ensemble clustering method. The data is a mixture of numerical and categorical types as listed in 

Table 1, so it is necessary to separate the data first before carrying out the ensemble clustering process. 

Numerical data on input variables is processed using the K-means method, while categorical data is 

processed using the K-modes method. The number of clusters formed using the K-means and K-modes 

methods is determined using the silhouette coefficient method. The results of the silhouette coefficient 

method are displayed in Figure 2. 

The optimum number of clusters is achieved when the average silhouette coefficient reaches its 

maximum. As shown in Figure 2., the best number of clusters are 4 in K-means and 2 in K-modes for the 

data proportion of 80%-20. Meanwhile the optimal number of clusters for data proportions of 70%-30% 

and 60%-40% are both 2 in K-means and 2 in K-modes. The K-modes are then applied to the two 

categorical variables, where for a proportion of 80%-20%, variable 1 consists of 4 categories and variable 

2 consists of 2 categories, and for proportions of 70%-30% and 60%-40%, variables 1 and 2 consist of 

two categories. 

Following the steps 4 in the procedure analysis, we attempt several numbers of clusters to obtain 

the best RBFNN. This number is determined using trial and error method, which result in change of cluster 

center, maximum distance value, and automatically also change the Gaussian function value. Then global 

ridge regression method is used to estimate weight. Optimum cluster number then chosen based on 

RBFNN model that have the highest accuracy, both on training and testing data. The accuracy results of 

RBFNN in terms of MAPE and MSE values using the ensemble clustering method for all training and 

testing data in proportions of 80%-20%, 70%-30%, and 60%-40% are presented in Table 5. 
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Figure 2. Optimum number of clusters based on silhouette coefficient 

 

The results in Table 5 show that the highest accuracy in training and testing data for the proportion 

of 80%-20% was achieved in the formation of 7 clusters. The highest accuracy in training and testing 

data for the proportion of 70%-30% was achieved when forming 3 clusters, while that for the proportion 

of 60%-40% was achieved when forming 4 clusters. This is considered by looking at the smallest MAPE 

and MSE values for training and testing data. Thus, the best RBFNN model for predicting students' 

mathematics learning achievement in Indonesia has an architecture of 9 neurons in the input layer, and 

the numbers of hidden neurons are 7, 3, and 4 for training and testing data proportions of 80%-20%, 

70%-30% and 60%-40%, respectively. Table 5 also shows the performance of the best RBFNN model 

with ensemble clustering from each proportion of training and testing data to predict students’ 

mathematics achievement in Indonesia. Based on Table 5, the MAPE values obtained from training and 

testing data are 13.89, 14.33, and 14.24 for training and 13.07, 13.72, and 13.76 for testing data on the 

proportions of 80%-20%, 70%-30%, and 60%-40%, respectively. Therefore, both the training and testing 

data are around an accuracy level of 86 %. The accuracies on testing data are slightly higher than on 

those on testing data. This shows that the RBFNN model with ensemble clustering can determine the 

characteristics of training data quite well and is able to predict students’ mathematics achievement in 

Indonesia. 

 

 

K-means 80%-20% K-modes 80%-20% 

K-means 70%-30% K-modes 70%-30% 

K-means 60%-40% K-modes 60%-40% 
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Table 5. Accuracy of RBFNN with ensemble clustering for each data proportion 

Proportion of  

training-testing data 

Number of 

clusters 

Training data Testing data 

MAPE (%) MSE MAPE (%) MSE 

80%-20% 

2 15.12 5,466.99 14.22 4,937.11 

3 14.70 5,160.96 13.70 4,593.72 

4 14.19 4,760.79 13.17 4,176.80 

5 14.11 4,694.78 13.29 4,189.07 

6 13.94 4,618.50 13.08 4,094.07 

7* 13.89 4,598.34 13.07 4,092.06 

8 13.30 4,619.32 13.09 4,077.09 

70%-30% 

2 15.01 5,391.27 14.54 5,162.25 

3* 14.33 4,878.91 13.72 4,561.78 

4 14.37 4,875.02 13.80 4,592.86 

60%-40% 

2 15.57 5,714.18 15.14 5,553.89 

3 14.51 4,963.14 14.05 4,732.17 

4* 14.24 4,783.10 13.76 4,532.57 

Note: *) Best Model 

 

This research focuses more on modeling learning outcomes with cognitive and non-cognitive 

factors, which have the potential to be good predictors. The results of the analysis on model performance 

are shown by the low prediction error rate of MAPE values, namely less than 20%. The characteristics of 

modeling with neural networks are more about investigating the predictive ability of the model, not the 

influencing factors. Therefore, although this research does not examine which variables have a significant 

influence or which variables have the greatest influence, it shows the accuracy level of the independent 

variables to predict mathematics achievement using the PISA 2018 data. This is different from previous 

studies, which focus more on analyzing which variables have a significant effect on students' mathematics 

achievement. Pitsia et al. (2017) tests several non-cognitive factors, such as students' mathematics self-

confidence, motivation to learn mathematics, and students' attitudes towards school, which contribute to 

the prediction of students' mathematics achievement in Greece using the PISA 2012 data using a 

multilevel modeling approach. Other similar studies also use PISA data to predict or investigate factors 

that influence achievement using the multilevel model (Anggraheni & Kismiantini, 2022; Efendi & 

Kismiantini, 2022). 

Research to predict achievement using a machine learning approach has been carried out but is 

still very limited. Table 6 shows some results from studies conducted by Aksu et al. (2022), Demir & 

Karaboğa (2021), and Koyuncu (2020) using a machine learning approach to predict students’ 

mathematics achievement based on PISA data. 

Table 6 shows that the level of accuracy of the model varies depending on the learning algorithm 

and the data used. The results mostly yield low to medium accuracy. As shown by Koyuncu (2020), the 

PISA 2003 and 2012 data reveal a low level of accuracy, ranging from 23% to 36%, whereas according 

to Aksu et al. (2022), results on the PISA 2015 data indicate a low level of accuracy ranging from 46% to 
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60%, with the exception for Singapore, in which the result has a very high level of accuracy (above 90%). 

Meanwhile, the study of Demir & Karaboğa (2021) on PISA 2018 data performs better than the studies 

of Koyuncu (2020) and Aksu et al. (2022) with the accuracy rate of around 67%-82%. The current study 

has an accuracy rate of around 85%-86, which outperforms the studies listed in Table 6. The high 

accuracy rate indicates that the factors involving in this study lead to be good predictors for mathematics 

achievement. This finding can be referred by other researchers or next studies to consider those factors 

as predictors of mathematics achievement with different method or goal. However, this study has not 

investigated which factor has more effect to mathematics achievement. It is the challenging for next 

studies to develop the algorithm of RBFNN modeling to address that problem.  And of course, the results 

of the new algorithm will support the reference in mathematics education studies regarding the factors 

that have high effect to mathematics achievement. 

Table 6. Comparison of research results using machine learning methods on PISA data 

Reference Method Accuracy (%) 

Aksu, et al. (2022) 
M5P Algorithm and Artificial 

Neural Network 

Singapore: 93.18% (Train); 91.96% (Test) 

Japan: 57.56% (Train); 55.33% (Test) 

Norway: 57.05% (Train); 51.73% (Test) 

USA: 64.83% (Train); 57.05% (Test) 

Turkey: 53.80% (Train); 46.31% (Test) 

Dominic: 56.01% (Train); 51.06% (Test) 

 

Demir & Karaboğa 

(2021) 

Multi-Layer Perceptron (MLP) 69.80% (Train); 70.50% (Test) 

Elman Neural Network (ENN) 70.60% (Train); 71.10% (Test) 

Jordan Neural Networks (JNN) 71.60% (Train); 82.60% (Test) 

Logistic Regression 68.40% (Train); 67.10% (Test) 

Koyuncu (2020) 

Multi-Layer Perceptron (MLP) 

 

PISA 2003: 35.00% (Train); 35.00% (Test) 

PISA 2012: 31.00% (Train); 31.00% (Test) 

Radial Basis Function Neural 

Network (RBFNN) 

PISA 2003: 31.00% (Train); 29.00% (Test) 

PISA 2012: 26.00% (Train); 23.00% (Test) 

Multiple Linear Regression 
PISA 2003: 36.00% 

PISA 2012: 27.00% 

 

In addition to giving excellent performance, this study contributes to the method development by 

offering the use of ensemble clustering method to deal with numerical and categorical data on factors 

that influence students’ achievement. The RBFNN model, which has been applied in many cases, usually 

only uses one clustering method, regardless of whether the data is categorical, numerical, or mixed. The 

studied employed by Sing et al. (2003), Dubey (2015), and Wutsqa and Fauzan (2022) applied the 

RBFNN only using one clustering method without considering the type of data. 

In the clustering process, to determine the number of clusters in K-means and K-modes, the 

silhouette coefficient is used. An ensemble process is carried out with K-modes using the results of the 

K-means and K-modes clustering. It is found that the combination of the number clusters in K-means and 

K-modes at the beginning will determine the number of clusters needed to obtain the optimal number of 

clusters. Likewise, at the proportion of 80%-20%, the formation of 4 clusters in K-means and 2 clusters 
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in K-modes produces an optimal network of 7 clusters. The formation of 2 clusters in K-means and 2 

clusters in K-modes in proportions of 70%-30% and 60%-40% at the beginning produces an optimal 

network with 3 clusters and 4 clusters, respectively. These results indicate that the number of clusters 

yielding RBFNN with the smallest MAPE value tends not to exceed the multiplication of the optimal 

number of clusters resulting from K-means and K-modes. Results from previous studies on RBFNN 

modeling without using a cluster validation such as silhouette coefficient require many trials ranging from 

10-30 to obtain the optimal model (Abadi et al., 2017; 2019; 2021; Wutsqa & Farhan, 2020; Wutsqa & 

Fauzan, 2022). This finding suggests that the use of the silhouette coefficient leads to more efficient 

computation than the usual computation.  

CONCLUSION  

In this study we propose a new approach in modeling mathematics achievement on PISA 2018 data 

using soft computing. The RBFNN with ensemble clustering model is applied to numerical and categorical 

data. We investigated the model’s performance based on its MAPE value which represents the accuracy 

of the model in predicting mathematics achievement. The small MAPE value indicates the high accuracy 

of the model for prediction.  We attempt three training-testing datasets, namely 80%-20%, 70%-30%, and 

60%-40%. The RBFNN with ensemble clustering delivers good performance for all datasets. The 

accuracies of the model on training and testing data are almost the same, and even tend to increase as 

the MAPE values tend to decrease. This means that the RBFNN with ensemble clustering yield the 

generalized ability to out-sample data or predict new data well. The good performance of the proposed 

model indicates that the cognitive and non-cognitive factors involving in this study can be regarding as 

good predictors for students’ mathematics achievement. This study shows the potential of neural network 

model, specifically the RBFNN with ensemble clustering model, to be employed to other PISA data, since 

PISA data are usually analyzed using parametrical statistics which needs several assumptions. This 

study also finds that the use of silhouette coefficient can give insight on the number of hidden neurons 

producing the best RBFNN model. The limitation of this study is the factor selections of the PISA 2018 

data. We mainly focused on the internal factors, such as cognitive and noncognitive factors, and only 

considered economy as the external factor. Thus, additional factors such as parents, school 

environments, and teachers' quality should be considered for better prediction in future research. 
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